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ABSTRACT 

With legacy technologies present and approaching new wireless standards, the 1–10 GHz 

band of frequencies is quickly becoming saturated. Although saturated, the frequency bands 

are being utilized inefficiently. Cognitive radio, an intelligent wireless communication 

system, is the novel solution for the efficient utilization of the frequency bands. Front-end 

receivers for cognitive radio will need the capability to receive and process multiple 

frequency bands and a key component is the low noise amplifier (LNA). A tunable LNA 

using a new magnetically tuned input impedance matching network is presented. The LNA 

has been designed and simulated in a commercially available 0.13µm CMOS technology and 

is capable of tuning from 3.2 GHz to 4.6 GHz as S11 < -10 dB. Within this bandwidth the 

maximum power gain is 16.2 dB, the maximum noise figure is 7.5 dB, and the minimum IIP3 

is -6.4 dBm. The total power consumption of the LNA (neglecting the buffer required to 

drive the 50 Ω test equipment) is 50 mW.  

This tunable LNA introduces a new magnetically tunable matching technique and tuning 

scheme capable of continuous frequency variation for LNAs. It is expected that this 

technique could be expanded to realize LNAs with a tunable, narrow-band response that can 

cover the entire 1–10 GHz band of frequencies. The presented tunable LNA has 

demonstrated the capability to cover and process multiple frequencies and can be used for 

reconfigurable systems. A tunable LNA design is the first step in an effort to realize a fully 

reconfigurable front-end radio frequency (RF) receiver for future cognitive radio 

applications. 
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CHAPTER 1. INTRODUCTION 

Radio transmitters are constrained to operate within a band of frequencies that has been 

set aside for their sole use by regulatory bodies. But with many legacy technologies present, 

and new wireless standards approaching, spectrum in the 1–10 GHz band of frequencies is 

quickly becoming saturated. Fig. 1 depicts the United States frequency allocations for 2011 

[1], where each division is a licensed band reserved/brought for specific purposes.  Even 

though the spectrum is saturated, many frequency bands are not always in use by the primary 

users, therefore wasting the unoccupied frequency prohibited from other users. Researchers 

are currently looking for ways to efficiently allocate the radio frequency spectrum for all 

users. This realization has led to the idea of a dynamic spectrum sensing, or “cognitive” 

radio.  

 

Fig. 1. U.S. 2011 frequency allocations. 
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The electromagnetic radio spectrum is a natural resource that includes all possible 

frequencies of electromagnetic radiation. Heavily utilized by transmitters and receivers, the 

radio spectrum is licensed and managed by governments. As earlier mentioned, the radio 

spectrum currently is used inefficiently with some bands unoccupied, others partially 

occupied and the remaining heavily used. Thus an approach is needed to improve the 

utilization of the radio spectrum. Cognitive radio (CR) is viewed as a novel approach for 

improving the utilization of the radio electromagnetic spectrum, a precious natural resource 

[2]. Defined as an intelligent wireless communication system, CR is aware of its surrounding 

environment and is capable of adapting to environmental changes by modifying certain 

operating parameters such as the transmit power, carrier frequency, or signal bandwidth, thus 

reconfigurable. CR is also capable to perform spectrum sensing, searching and detecting 

unoccupied frequencies, while communicating simultaneously [2].   

In the last decade, cognitive radio has been the motivation for a vast amount of research 

in both the software and circuit design areas. Present CRs are focused toward the lower 

frequencies of the radio spectrum, such as TV bands [3]. However, with its properties, CRs 

will be targeting higher frequencies, such as the 1 – 10 GHz [4]. With the many advantages 

that CR possesses, there are some challenges present in their design. CR is expected to 

operate at any frequency in its range which requires synthesizers to provide a wide range of 

carrier frequencies and must tolerate interferers within the range [4].  

Front-end receivers for cognitive radio will need the capability to receive and process 

multiple frequency bands. A basic front-end radio frequency (RF) receiver architecture is 

shown in Fig. 2.  
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Low Noise Amplifier 
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Oscillator

Digital Signal

Processing 
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Fig. 2. Basic front-end radio frequency (RF) architecture. 

For the front-end receiver to be reconfigurable, each component must also be reconfigurable 

and one key component is the low noise amplifier (LNA). A LNA is typically the first 

component used in the RF receiver chain. The LNA amplifies weak signals captured by the 

antenna while introducing minimum amounts of noise, as the name implies. The LNA is 

typically a narrowband component designed to receive and amplify a single frequency. For 

CRs, LNAs will need to have a broadband frequency response to operate at multiple 

frequencies, while maintaining its low noise figure, high gain and good linearity.  

This work explores the use of impedance matching networks to achieve the broadband 

frequency response and introduces a new LNA design suitable for CRs. The remainder of 

this thesis is organized as follows: Chapter 2 reviews the current state-of-the-art in the field 

of ultra-wideband LNA design, Chapter 3 reviews the figure of merits associated with LNA 

design and how they trade-off with one another, the circuit level design and simulation 

results are presented in Chapter 4, and in Chapter 5, future work and applications are 

discussed. 
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 CHAPTER 2. LITERATURE REVIEW 

Cognitive radio is the novel approach for improving the utilization of the radio 

electromagnetic spectrum [2]. An intelligent wireless communication system that is aware of 

its environment, a cognitive radio has the ability to modify its receivers’ and transmitters’ 

operation parameters, such as transmit power, carrier frequency, and signal bandwidth. With 

these capabilities, cognitive radios will be able to provide efficient utilization of the radio 

spectrum. Front-end receivers for cognitive radio will need the capability to receive and 

process multiple frequency bands and one key component is the low noise amplifier (LNA). 

Traditionally, there are three approaches to realizing LNAs capable of receiving multiple 

frequency bands: wideband LNAs, multi-band LNAs, and tunable LNAs. Each of these 

classes will be discussed in greater detail in the following sections. 

2.1 Wideband LNAs 

The traditional LNA naturally has a narrowband input impedance matching network 

designed to receive a singular frequency. Wideband LNAs, on the other hand, have the 

capability to cover all of the desired frequency bands simultaneously via its wideband input 

impedance matching network. Generating a wideband network from a narrowband network is 

a challenging design issue, involving specific design combinations of passive and active 

elements. However, the need to receive multiple bands is significant for the realization of 

cognitive radio systems. Numerous wideband input matching techniques have been 

introduced and include the use of LC bandpass filtering, reactive feedback, resistive/source-

follower feedback, and common-gate input stages.  
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2.1.1 LC Bandpass Filtering 

The first technique for wideband input matching is the LC bandpass filtering, which 

typical achieves a bandwidth of 5 -7 GHz. This technique, which utilizes an inductor L and a 

capacitor C to form multiple bandpass filters, is placed at the input of the LNA. A bandpass 

filter is an electronic circuit that passes all the frequencies within a given bandwidth and 

rejects all other frequencies. Bandpass filters are created by the combination of low-pass and 

high-pass filters, therefore, increasing the range of accepted frequencies around center 

frequency. The low-pass and high-filter cutoff frequencies are placed at the high and low 

bounds of the desired bandwidth, respectively, thus creating a bandpass filter. The schematic 

of a LNA using a LC bandpass filter input impedance matching network [5] is shown in Fig. 

3.  

M1

M2

LS

LG

LL

RF 

Input

RF 

Output

RL

VDD

GND

L1 C1

L2 C2

 

Fig. 3. Simplified schematic of a LC bandpass filter LNA. 
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The cascode configuration, M1 and M2, improves the input-output isolation and the 

amplifier’s frequency response. The output network uses inductive peaking to extend the 

bandwidth of the output impedance. The buffer is intended to drive a 50 Ω load, for 

measurement purposes only. The wideband input matching network is comprised of the 

common-source amplifier’s input network embedded into a multisection reactive network, a 

common three-section passband filter structure. The systems in [6] and [7] use a fourth-order 

LC-ladder bandpass filter and a third-order LC low-pass filter, respectively, for wideband 

impedance match. The system in [6] achieves a 7 GHz bandwidth, with high gain and low 

noise, but has high power consumption and large area is required, due to large bias current 

and four on-chip inductors respectively. The system in [7], on the contrary, achieves a 

bandwidth of 4.3 GHz with low gain and high noise.  Due to one less inductor, [7] consumes 

smaller area than [6] but also requires large amount of power. 

The system in [8] uses a transformer-based filter to achieve its wideband impedance 

match. The system utilizes a symmetric transformer, with the embedded common-source 

impedance, to obtain the bandpass filter for the impedance matching and to reduce area. The 

system [8] has high gain, acceptable noise, low power consumption and small area, due to the 

symmetric transformer. However, the system only has a 2 GHz bandwidth. The LC bandpass 

filter structure, regardless of order and/or type, resonates the overall reactance of the input 

matching network across the desired bandwidth. This technique typically achieves a 

wideband frequency response, high gain and moderate noise figure, based on design 

optimization. However, it has high power consumption and requires large area, due to the use 

of multiple inductors and capacitors.  
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2.1.2 Reactive Feedback 

Reactive feedback is the second technique used to accomplish a wideband input match 

network, which generally attains greater than 6 GHz of bandwidth. Feedback is the process in 

which information from a system’s output is returned to influence a system’s input. Feedback 

is mainly used to control or maintain a system’s performance. Fig. 4 shows the schematic of 

a reactive feedback LNA [9]. The circuit consists of a transformer LG and LD, and a transistor 

pair M1 and M2, which enhances the transconductance of the circuit. Two feedback paths are 

present, series inductive feedback via transformer and shunt capacitive feedback via parasitic 

gate-drain capacitance CGD. The wideband matching is achieved by separating the desired 

bandwidth into low and high frequencies. Impedance matching at lower frequencies is 

achieved by the shunt capacitive feedback, higher frequencies by the series inductive 

feedback of the transformer. 

RF 

Input

RF 

Output

M2

M1

VDD

GND

VBIAS

LG LDCGD
CL

M

 

Fig. 4. Schematic of reactive feedback LNA. 
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This system’s advantages are low power consumption and a 7 GHz bandwidth. 

Disadvantages are low gain, high noise and area consumption. The system in [10] uses a 

transformer to attain wideband impedance matching via magnetic coupling of the drain and 

gate currents of the input common-source amplifier, providing negative reactive feedback. 

The system has low power consumption, high gain, low noise and a 6 GHz bandwidth. 

Although the system was not fabricated, required area is still large due to usage of multiple 

inductors. The system in [11] also uses negative reactive feedback to accomplish wideband 

input impedance, via two implemented transformers for gain stabilization, reduced noise, and 

terminal impedance matching. The benefits of this system are high gain, low noise, low 

power consumption, and a 7 GHz bandwidth. The expense is the large required area for the 

two implemented inductors. This technique achieves low power consumption, and a wide 

frequency bandwidth. General drawbacks are high noise figure, low gain, and area 

consumption via transformers. 

2.1.3 Resistive/Source Follower Feedback 

The third technique for wideband input matching network is the resistive or source-

follower feedback, capable of providing bandwidths wider than 6 GHz. In this technique, a 

resistor or a transistor is the source for feedback, instead of inductors. Fig. 5 shows the 

schematic of a LNA using the resistive feedback technique [12]. It basically consists of a 

common-source amplifier, cascode configuration, and an inductive load. Wideband input 

match is achieved by the shunt-shunt resistive feedback RF in conjunction with the embedded 

common-source matching network. The system in [12] achieves low noise and a bandwidth 

of 27 GHz. 
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GND

LS

RF 

Input

RF 

Output

M2

VDD

CBLK
LG

M1

CBLKRF

C1

LP

RG

VBIAS

LL

 

Fig. 5. Schematic of a resistive feedback LNA. 

The drawbacks are low flat gain, high power consumption and large area, due to the use of 

four inductors. The systems in [13]-[15] combat the area consumption by eliminating the 

inductors.  Inductorless systems use resistive and/or source follower feedback to set the 

wideband input impedance and optimize for area via load resistors. The system in [13] uses 

both techniques to achieve wideband match for 7 GHz, low noise, high gain and small area 

consumption. However, the system requires large amounts of power consumption. Other 

systems [16]-[18] utilize this technique will still incorporate inductors for gain peaking, low 

noise and small power consumption advantages.  The system in [17] incorporates inductors 

and achieves low noise and small power consumption. Still, the system’s shortcomings are 

low gain, large area consumption, and a 2 GHz bandwidth. Nonetheless, this technique 

requires extra circuitry, at least a resistor and/or source follower transistor configuration, to 

achieve good performance in noise and impedance match.  
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2.1.4 Common Gate Input Stage 

A wideband input matching network can be design without adding any passive or 

feedback elements to the input signal path. A common gate input stage, a well-recognized 

technique [19]-[25], can achieve wideband input impedance itself, providing bandwidths 

over 6 GHz. A common-gate input stage LNA is shown in Fig. 6 [21]. It consists of a single 

transistor M1, inductor L1, and the transformer between LL and LS. Inductor L1 extends the 

gain bandwidth and the input bandwidth. The transformer improves the noise figure by 

partial canceling the noise attributed to M1 [21]. The wideband input impedance is achieved 

via the transconductance of M1. The input impedance of a common-gate transistor, excluding 

any parasitics, is 1/gm1. 

GND

M1

LL

RL

VDD

RF 

Output

RF 

Input

LS

CBLK

CBLK

VBIAS

L1M

 

Fig. 6. Schematic of a common gate input LNA. 
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The input impedance is purely real and frequency independent, thus presenting wideband 

impedance at the input for 7 GHz bandwidth. Low power consumption, low noise, and 

reasonable area are some advantages of this system. The system in [21] has low gain without 

the use of the previously mentioned cascode configuration. The systems in [23] and [24] use 

the cascode configuration to overcome low gain of the single transistor common gate system. 

The system in [25] also uses cascode configuration for high gain and uses the LC bandpass 

filter technique previously mentioned only to achieve the same bandwidth as [21]. This 

system uses the LC bandpass filter to make its input matching network more robust against 

PVT (Process, Voltage and Temperature) variations [25], thus increasing the required area 

due to added passive components.  

Noise cancellation is a mechanism which makes the common-gate input stage more 

attractive than other wideband amplifiers and there are many approaches that accomplish this 

goal. The transformer mechanism [21] forms a transformer via magnetic coupling of the 

input and output shunt peaking inductors. The noise sources generated at the input, via the 

common-gate transistor and signal noise, are negatively coupled through the transformer 

presenting scaled anti-phase and correlated noise sources at the output. At the output, the 

noise sources are added and thus partially cancelled reducing the noise figure of the LNA. 

The differential LNA is another noise cancellation mechanism [19], [24]. This mechanism 

uses a second stage common-source LNA, tied at the input of the common-gate LNA, to 

negatively amplify the noise sources present at the input for cancellation at the output. The 

noise source generated by the common-gate input stage induces an in-phase amplified noise 
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source at the output of the common-source LNA, thus the sources are nulled at the output via 

differential sensing [24]. 

The primary shortcomings for wideband LNAs is having a wideband frequency response 

can be problematic as it allows undesired interferers and noise across the bandwidth to pass 

through the LNA, placing stringent linearity requirements on the mixer and subsequent RF 

stages and higher noise figure. This is especially true in cognitive radio applications where a 

narrowband signal must be received and can be located anywhere within a large range of 

frequency. Multi-band and tunable LNAs can be used to combat this problem and thereby 

relax the linearity. 

2.2 Multi-band LNAs 

Multi-band LNAs are capable of receiving and processing multiple, narrowband signals 

across different wireless standards, as desired for cognitive radio. To receive multiple 

standards, the input and/or output impedance matching networks must be reconfigurable. 

Several multi-band techniques have been presented and include parallel, switching, and 

concurrent dual-band.  

2.2.1 Parallel LNAs 

Parallel LNAs are the easiest and simplest technique for multi-band LNAs. The parallel 

configuration involves taking multiple single frequency LNAs and placing them in parallel, 

tying the input and output ports together, respectively. A general block diagram of a parallel 

multi-band LNA scheme is shown in Fig. 7. The parallel LNA in Fig. 7 uses M LNAs to 

cover multiple wireless standards for RF receivers. The systems in [26]-[29] use at most 

three LNAs to receive the bands of interest.  
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LNAM

RF 

Output

RF 

Input

LNA1

LNA2

 

Fig. 7. Block diagram of parallel multi-band LNA. 

Impedance matching, noise figure and gain are impeccable for this technique, due to each 

LNA being specifically designed for each specific frequency. However, the primary 

drawbacks of this technique are power and area consumption due to having multiple LNAs, 

each with multiple inductors within the design. 

2.2.2 Switching LNAs 

The most common technique for multi-band LNAs is the usage of switches, due to its 

simplicity and ease of implementation. Many switching multi-band LNAs implement tuning 

at the output of the amplifier, in order to avoid degrading the noise figure of the amplifier.  

While at the input, the LNAs maintain the wideband impedance matching.  However, there 

are designs where switches are used at the input also [30]. A switching multi-band LNA is 

shown in Fig. 8 [31]. It consists of an inductive degenerative common-source amplifier, 

cascode configuration, and uses the resistive feedback technique previously mentioned. This 

design [31] uses a series of switched inductors in order to reconfigure the frequency response 

of the output network only able to cover three specific frequencies, 900 MHz,  
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RF 
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RF 
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LS

M2

LG

M1

CBLKRF
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LL

L2
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L3

VDD

GND

SW3 SW2 SW1

 

Fig. 8. A switching multi-band LNA. 

1.8 GHz and 5.2 GHz. The primary drawback of this system is the need for multiple 

inductors in the load, which increases the required area. 

The systems in [32] and [33] get around this problem by using a tapped inductor and a 

transformer, respectively. While the tapped inductor reduces the extra area required by the 

load, the system in [32] still utilizes an LC bandpass filter to achieve a wideband input 

impedance match and thus is still quite area intensive. The system in [33], on the other hand, 

requires only a single inductor in the input of the LNA and thereby reduces the overall area.  

The primary drawback for switching LNAs is that bands of interest are not received 

simultaneously and are not continuous. Other drawbacks are the use of switches degrades the 
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quality factor of inductors, thus the output frequency response becomes broadband, and 

decreases the gain of the LNA. 

2.2.3 Concurrent Dual-Band LNAs 

Concurrent LNAs, as opposed to switching, can receive all interested bands 

simultaneously without the use of switches to reconfigure its frequency response of matching 

networks. For the concurrent technique, both input and output matching networks must be 

designed to have identical operating frequencies for the LNA to properly receive the signals. 

A concurrent multi-band LNA [34] is shown in Fig. 9. 

GND

VDD

RF 

Input

RF 

Output
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Fig. 9. Schematic of a concurrent multi-band LNA. 
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The system consists of an inductive degenerative common-source amplifier and a 

cascode configuration for good reverse isolation of the input and output ports. The concurrent 

technique uses a series resonant LC and two LC resonant tanks for the input and output 

matching networks, respectively. These matching networks are narrowband and designed for 

the desired frequencies, unlike wideband LNAs. The systems in [35] and [36] also share the 

same architecture shown in Fig. 9. This technique achieves great noise figure, impedance 

matching, and moderate gain at the design frequencies. The drawbacks for this technique and 

design are large required area, due to multiple inductors, and lack of flexibility, as they 

cannot change from their designed frequencies.  

Overall, the major weakness of multi-band LNAs is that they are not continuously 

tunable over the radio frequency spectrum and therefore unsuitable for applications such as 

cognitive radio. Tunable LNAs can be used to resolve this problem. 

2.3 Tunable LNAs 

Tunable LNAs can provide continuous frequency variation across a desired frequency 

range. A combination of wideband and multi-band, tunable LNAs have both wide frequency 

bandwidths with the selectivity of all frequencies within the given range. There are two 

methods for achieving frequency tuning, reconfigurable matching networks at the input 

and/or output.  

2.3.1 Output Tuning LNAs 

Frequency tuning at the output is defined by the capability to reconfigure the frequency 

response of the output impedance, generally attaining bandwidths of 4 GHz. Several 

techniques for output frequency tuning have been presented and include tunable LC tank via 
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variable capacitance and variable inductance. Variable capacitance is method of varying the 

capacitance of the load LC tank, usually achieved via a varactor diode or a varactor MOSFET 

configuration. A tunable LNA using the variable capacitance technique is shown in Fig. 10 

[37].  

The system uses an inductively degenerated cascode common-source amplifier 

configuration with inductive peaking load. The system uses a three section bandpass filter 

structure to achieve wideband input impedance matching over the desired frequencies, like 

previously mentioned systems [6]-[8]. Frequency tuning occurs at the output via the varactor 

CVAR, which adds capacitance as the bias voltage VTUNE increases, reconfiguring the 

narrowband frequency response of the output impedance. The bandwidth of output network 

is narrowband and as VTUNE increase, the center frequency of the output impedance network 
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Fig. 10. Schematic of variable capacitor tunable LNA. 
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increases, thus having a tuning range of 4 GHz. This system has low power consumption, 

reasonable noise figure. The drawbacks of [37] are low gain and large area consumption. The 

system in [38] uses a varactor and switching inductors to extend its tuning range to 5 GHz, 

implementing both the variable capacitance and switching technique mentioned earlier. The 

system in [39] uses the variable inductor technique, altering the load inductance instead of 

the capacitance. The system places a metal or ferromagnetic plate above the inductor and by 

moving the position of the plate, the series inductance can be varied. These systems have 

high noise figures, acceptable gain and large area consumption. One shortcoming of output 

tunable LNAs is still the need for additional passive elements (including inductors) for the 

wideband input impedance matching, which dramatically increases the required area. 

2.3.2 Input Tuning LNAs 

Input tunable LNAs are relatively scarce compared to its counterpart. Frequency tuning at 

the input is defined by the capability to reconfigure the frequency response of the input 

impedance, which is inherently narrowband for common LNAs. The conventional LNA input 

is an inductive degenerative common-source amplifier with an inductor at its gate, shown in 

Fig. 11.  

The input impedance matching of the amplifier is:  

     
     

    
  [ (     )  

 

     
] (2.1) 

where gm1 is the transconductance of M1, Cgs1 is the parasitic gate-to-source capacitance 

of M1, and ωo is the resonant frequency of the input impedance network. The real part of the  
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Fig. 11. Schematic of a conventional narrowband LNA. 

impedance is frequency independent and the operation/resonant frequency is determined by 

LG, LS, and Cgs1. 

From (2.1), there is only one component that does not affect both the real and imaginary 

parts of the input impedance, LG. To achieve any reconfigurability of the input impedance, LG 

must be variable. The switching technique via multiple inductors could possibly solve this 

issue, however, it comes with significant drawbacks as mentioned earlier. Another possible 

solution is the use of active inductors to replace passive inductors. An active inductor can be 

realized by connecting a MOSFET, in combination with capacitors and resistors, in such a 

way that the impedance looking into a terminal increases with frequency. The advantages of 

active inductors are its compact size and wide inductance value range. The disadvantage is 

the active inductor introduces noise into the system, thus increasing the LNA’s noise figure. 

The proposed LNA system has applied a new technique which has the ability to vary the 

inductor LG, thus achieving frequency tuning at the input of the LNA.  
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Tunable LNAs, via the narrowband input impedance, can provide continuously frequency 

variation, which inherently reject undesired signals and interferers, while adding minimum 

noise to the signal. Therefore, input tunable LNAs are suitable for many applications, 

including cognitive radio.  
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CHAPTER 3. TUNABLE LNA DESIGN 

In the previous chapter, it can be concluded that tunable LNAs provide continuous 

frequency variation and achieve an impedance match that is reconfigurable for multi-

standard, multi-band wireless systems. The drawbacks for tunable LNAs are large required 

area and higher noise figure. In this Chapter, the performance metrics of a conventional LNA 

will be examined, a new technique for input impedance match will be introduced, and then a 

new design will be proposed that address the shortcomings of tunable LNAs.  

3.1 LNA Analysis 

As with all systems, there are performance trade-offs and designs for specific 

applications. The performance parameters that define the merit of a LNA are input 

impedance, noise, linearity, and gain. To achieve a tunable LNA for desired applications, an 

analysis of a conventional narrow-band, inductively degenerated LNA, shown in Fig. 12, will 

be discussed. 

3.1.1 Input Impedance 

A very important parameter of the LNA is the input impedance, commonly set to 50 Ω. 

The quality of the input impedance matching network is measured by the scattering 

parameter S11. Scattering parameters, or S-parameters, are used to characterize linear 

electronic networks [40]. The input port of an LNA is assigned port 1, therefore, S11 will be a 

complex number representing the ratio of how much power is reflected from port 1 to how 

much power is delivered to port 1. The magnitude of S11 expressed in units of decibels (dB) 

is desired to be very small (S11 = -∞ for a perfect impedance match). 
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Fig. 12. Schematic of a conventional narrowband LNA. 

The input impedance of this system in Fig. 12 can be expressed using the well-known 

equations: 

     
     

    
  [ (     )  

 

     
]  (3.1) 

where Cgs1 and gm1 is the gate-to-source capacitance and transconductance of transistor M1, 

respectively. The frequency at which the input impedance of the LNA is purely real is 

expressed as: 

    
 

√    (     )
. (3.2) 

     {   }  
     

    
  (3.3) 

It is seen from (3.2) and (3.3) that, while the operation frequency (i.e., the frequency at which 

Zin is purely real) is determined by both LS and LG, the value of the real part of Zin is 
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dependent upon LS only. Therefore, by varying the value of LG, the operation frequency of 

the LNA can be varied while maintaining a fixed, real-valued input impedance (e.g., 50 Ω). 

3.1.2 Noise 

Noise, a very important parameter, is anything outside of the desired signal. Noise 

performance of a radio frequency system is quantified by the noise factor F, a measure of 

how much noise the system adds to the signal being processed [41].  

  
                        

                                
                                           (3.3) 

The noise figure , NF, is another measure of noise expressed in units of decibels (dB) and is 

defined as:  

           ( )   (3.4) 

Implied by its name, it is highly desirable that LNAs inject as little noise as possible while 

amplifying the signal. As the first component of the receiver, it is imperative that the system 

has low noise due to the following reasons. Consider the noise figure of a cascaded system 

shown in Fig. 13.  
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Fig. 13. Cascade of two noisy stages. 
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From Fig. 13, Vin is the input voltage source, RS is the source resistance, and VRS is the 

modeled source noise generator. Vn and in are the modeled voltage and current noise 

generators for each stage, respectively. Rin and Rout are the input and output resistances for 

each stage, respectively. RL is the load resistor and AV is the unloaded voltage gain of their 

respective stage.  

The total noise figure of this two-stage system [3.2] can be derived as equation (3.5).  

        
|          | 

   
 

 
|             | 

   
 

 

   
 (

    
        

)
                   (3.5) 

Using the available power gain concept [42], (3.5) can be simplified and expressed in general 

terms of noise figure of different stages as (3.6). Available power gain is the power available 

at the output divided by the available power at the source. In the case of Fig. 13, the available 

output and available source powers of stage 1 are:  

          
(
      

 ⁄ )
 

      
     

 (
    

        
)
 

   
  

      
  (3.6) 

             
(
   

 ⁄ )
 

   
  

   
 

   
  (3.7) 

Thus the available power gain GA1 of stage 1 is: 

     
       

          
    

 (
    

        
)
   

     
  (3.8) 

Looking at the second term in of Ftot from (3.5), it can be seen that GA1 can be substituted in 

to define F2 as: 
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 (3.9) 

It is important to note the noise figure of stage 2 is with respect to the source impedance 

driving that stage [41]. Now the total noise figure in Fig. 13 can be expressed as: 

          
    

   
 (3.10) 

where        
|          | 

   
 

 is the noise figure of stage 1 with respect to its source 

impedance RS, F2 is the noise figure of stage 2 with respect to its source impedance Rout1, and 

GA1 is the available power gain of stage 1. Similarly, if (3.10) is expanded to m stages, the 

equation becomes: 

           
    

   
 

    

      
    

    

      (   )
                     (3.11) 

This is known as Friis equation [42]. From (3.11), the noise figure of any given stage is 

reduced by the power gain of the preceding stages. The result is that the total receiver noise 

figure is dominated by the first few stages. Since the LNA is the first stage, the noise figure is 

added directly to the receiver system. This is the motivation why the LNA needs to have a 

low noise figure. 

In LNA design, placing noisy components at the input is generally avoided so as to 

achieve the lowest possible noise figure. There are many noise sources in Fig. 12 that 

contributed to the noise figure of the LNA. For simplicity and clarity, only thermal noise is 

considered and all inductors and capacitors are considered to be ideal. The total short-circuit 

output noise current is comprised of effects from three primary noise sources: noise from the 
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source,     
 ̅̅̅ ̅, drain noise of M1,      

 ̅̅̅ ̅̅ ̅, and thermal noise from the load resistor RL,      
 ̅̅̅ ̅̅ . It is 

assumed that M2 does not significantly contribute to the total short-circuit output noise 

current. The short circuit output current for the conventional LNA noise figure shown in Fig. 

14 is derived. 

An expression for the output noise current due to the source can be written as: 

        
         

      (     )  (            )  
.  (3.12) 

Next the driving transistor, M1, is considered. As stated previously, only thermal drain 

current is considered in this analysis and the short-circuit output noise current due to M1 can 

be expressed as: 

              
           

      (     )  (            )  
. (3.13) 
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Fig. 14. Conventional LNA noise sources. 
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From (3.13), it is seen that part of the drain noise is by the input matching network and the 

other part is directly added to the total output noise current. For the conventional LNA, the 

drain noise of M1 is a main contributor to the overall noise figure [43]. Finally the load 

resistor, RL, is considered. The short-circuit output noise current due to RL can be expressed 

as: 

             . (3.14) 

The total mean-squared noise current at the output of the LNA is simply the superposition 

of the individual mean-squared output currents        
 ̅̅̅ ̅̅ ̅̅ ,       

 ̅̅̅ ̅̅ ̅̅ , and       
 ̅̅̅ ̅̅ ̅̅  and can be written as: 

     
 ̅̅̅ ̅̅  

     ̅̅̅ ̅ (
     

      (     )  (            )  
)
 

      
 ̅̅̅ ̅̅ ̅       

 ̅̅̅ ̅̅ ̅ (
      

      (     )  (            )  
)
 

 

     
 ̅̅̅ ̅̅  .   (3.15) 

Using (3.12) and (3.15) the noise figure of the traditional LNA can be written. Fig. 15 and 

Fig. 16 show the normalized noise figure as a function of frequency and values of the 

inductors LG and LS. In Fig. 15, LG has a negative impact of the noise figure at higher 

frequencies with large inductance values. On the other hand, the noise figure seems to be 

unaffected and even reduced by LS values. From the figures, the inductor LG is the significant 

contributor in shaping the noise figure, as well as the center frequency of the LNA. Using 

these plots, the inductor values can be selected to give the best noise figure performance for 

LNA.  
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Fig. 15. Normalized noise figure plotted versus frequency and gate inductance, LG. 

 

Fig. 16. Normalized noise figure plotted versus frequency and source inductance, LS. 
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3.1.3 Linearity 

Linearity issues arise when multiple signals are present, which can cause the system to 

become non-linear. A non-linear LNA is problematic as it causes non-linearities, such as gain 

compression, blocking, and intermodulation of the received signals. Common ways to 

quantify these non-linearities are 1-dB compression point (P1-dB) and input-referred third-

order intercept point (PIIP3), normally expressed in dBm and desired to be as high as possible. 

Consider the linearity of a cascaded system shown in Fig. 17, where x(t) is the input signal, 

y1(t) is stage 1 output, y2(t) is stage 2 output, and IIP3 is the third order input-referred 

intercept point of the stages. The overall system linearity in Fig. 17 is:  

 
 

     
  

 

       
   

  
 

       
                (3.16) 

where α1 is the small signal gain of stage 1. As the α1 increases, the overall system’s linearity 

decreases. Similarly, if (3.16) is expanded to m stages, the equation becomes: 

  
 

     
  

 

       
   

  
 

       
     

  
  (    ) 

 

       
                      (3.17) 
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Fig. 17. Cascade of two linear stages. 
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From (3.17), the linearity of any given stage is scaled down by the gain of the preceding 

stages. Also from (3.17), the overall linearity is dominated by the latter stages. Regardless of 

the receiver’s linearity, the linearity of the LNA is important to avoid placing challenging 

design requirements of following stages.  

3.1.4 Gain 

Gain is the ability to increase the power or amplitude of a signal from the input to the 

output of a circuit. Gain is expressed as: 

                     
    

   
    

    

   
    

    

   
               (3.18) 

where AP is power gain, AV is voltage gain and Ai is current gain. Gain, like noise, can be 

expressed in units of decibels (dB): 

           (
    

   
)            (

    

   
)            (

    

   
)         (3.19) 

High gain is a desirable characteristic of any amplifier, including the LNA. From the 

previous analyses, it is seen that high gain is needed to lower the total noise figure while low 

gain is needed to increase total linearity for a multi-stage receiver.  

The voltage gain of the conventional LNA can be expressed by the well-known equation: 

           ,  (3.20) 

where GM is the effective transconductance of the LNA at its resonant frequency (see (3.2)). 

The input impedance network has a network Q, quality factor, since it resonates. The 

effective transconductance is dependent on the Q of the input impedance network: 

           ,  (3.21) 
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where Qin is: 

      
 

  (             )
  

  (      )

    
     
    

.  (3.22) 

Substituting (3.21) and (3.22) into (3.20), the voltage gain of the LNA can now be expressed 

as: 

     
         

(         (      )        )(        )
.  (3.23) 

From (3.23), the gain is determined by the transconductance of M1 and M2, and the output 

resistance, which is the impedance of LL.  

3.1.5 Power Consumption and Area 

Power consumption is another parameter that needs to be considered. Increased 

incorporation of RF systems into hand-held devices makes it essential to minimize power 

consumption in order to maximize battery life [44]. With each new technology node, the 

minimum feature size in CMOS processes is constantly being reduced, therefore area 

consumption is also an essential parameter.  

The design of a LNA is a multi-dimensional optimization problem. There are numerous 

limitations and trade-offs involved, noise versus linearity, gain versus noise, area and power 

consumption, and the optimization of each metric does not have the same design solution. 

3.2 Magnetically Tunable Matching Network 

The design challenge of an input tunable LNA is finding an approach to reconfigure the 

input impedance network of the system in Fig. 1. From the impedance analysis, it is derived 
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from (3.1) and (3.2) that the inductor LG determines the resonant frequency of the impedance 

match. Therefore, LG must be tunable for the LNA to achieve frequency variation at the 

input. Several methods for realizing tunable inductors have been proposed, primarily in the 

context of voltage-controlled oscillators. These techniques consist of switched inductors, 

MEMS-based variable inductors, active inductors, and transformer-based variable inductors.  

Switched inductors [45] and [46] operate by using one or more switches to selectively 

add or remove inductance from the signal path. This method is simple to implement, but due 

to the non-zero ON resistance of the switch, switched inductors suffer from degraded Q thus 

making them less suitable for use in LNA input matching networks. Commonly implemented 

via transistors, the switches also introduce noise into the signal path, thus increases the noise 

figure. 

The inductance can also be controlled by changing the concentration of the magnetic flux 

lines in the inductor. This is the approach that is taken in MEMS-based variable inductors 

[47]. These inductors consist of a traditional integrated inductor and a metal or ferromagnetic 

plate which is placed above the inductor. By moving the position of the plate, the series 

inductance can be controlled. Unfortunately this requires a mechanical movement of the 

plate, which is not suitable for typical CMOS processes. An approach that is similar to 

switched inductors, but that does not suffer from the adverse effects of the switch was 

proposed in [48] and is referred to as a variable bridge inductor. The variable bridge inductor 

uses a bridge circuit with an array of MOSFET switches tapping the inductors at various 

balance points. With various combinations of switches, the series inductance can be 
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controlled. However this approach requires multiple switches thus introduces multiple noise 

sources into the signal path and degrading the noise figure.  

Active inductors remove the inductor completely. Active inductors [49] and [50] use a 

combination of transistors, capacitors, and feedback to approximate the impedance and 

frequency response of an inductor. This method can achieve very small area and a wide range 

of inductance values, but the active component generates noise and, like the switched 

inductor, is less suitable for use in LNA input matching networks. 

One realization of a transformer-based variable inductor consists of two coupled 

inductors which have constant inductance. When the series resistance of the secondary 

winding is changed by a switch, the magnetic field around the primary winding is altered 

through the mutual inductance. Through this technique, the effective inductance of the 

primary winding can be varied [51], [52]. The tuning range of this type of transformer-based 

inductor is dependent upon the coupling coefficient, k. Because k of integrated transformers 

is degraded by the loss resulting from the high-conductivity substrate, the tuning range tends 

to be only about 50% [48]. The problem of limited tuning range can be mitigated by using 

the magnetic tuning principle. 

A magnetic tuning principle was introduced in [53] as a means for increasing the tuning 

range of voltage-controlled oscillators (VCO). By controlling the amplitude and phase of the 

currents through the windings of a transformer, the resonant frequency of a transformer-

based tank can be varied. The resonator proposed in [53] is analyzed and explored as the 

possibility to realize a tunable matching network that is suitable for use in reconfigurable, 
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multi-band LNAs [54]. The schematic of a transformer-capacitor (TC) network is shown in 

Fig. 18 where RP and R2 model the loss of L1 and L2, respectively.  

The voltage across the primary winding, L1, can be expressed as: 

                  
  

   
 (3.24) 

where M is the mutual inductance and i1 and i2 are the primary and secondary winding 

complex currents, respectively. From (3.24), the resonant frequency of this network can be 

found to be: 

    
 

   √ (     )
  (3.25) 

where α = i2/i1. By forcing the complex currents i1 and i2 to be either in phase or out of phase, 

α will be real and positive (for i1 and i2 in-phase) or real and negative (for i1 and i2 out of 

phase). Assuming that α is purely real, it can be seen from (3.25) that the resonant frequency 

can be varied simply by changing the relative magnitudes of the complex currents i1 and i2.  
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Fig. 18. Transformer-capacitor (TC) network. 
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This can be equated to varying the inductance of the primary winding, L1, and this technique 

can be applied to realize a reconfigurable input matching network for LNAs. 

Also from (3.25), it is seen that for some values of α, the term       can approach 

zero and become negative. At these points, the analysis in the subsequent discussions is no 

longer valid and the network enters an undefined region of operation. To avoid this 

condition, the following condition must be maintained: 

 | |  
  

 
. (3.26) 

The major advantage of the TC network is that the tuning range is no longer solely dependent 

upon the coupling coefficient k [52]. From (3.25), the tuning range is now heavily reliant on 

the current ratio α, which is controlled and limited only by (3.26). With these characteristics, 

the effects of the loss from the high conductivity of the substrate [48], such as degraded k and 

limited tuning range, are negligible.  

In (3.25) and (3.26) it is assumed that α is purely real, but it is important to examine the 

effects of phase mismatch between the currents i1 and i2. Therefore i2 is defined to be: 

        
    (3.27) 

where β is the gain and φ accounts for possible phase mismatches between the currents i1 and 

i2. Substituting (3.27) into        , α is now defined to be:  

        . (3.28) 

When φ = 0°, i1 and i2 are in phase and that α is positive. Using this definition, the input 

impedance of the TC network shown in Fig. 18 can be expressed as:  
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. (3.29) 

The preceding discussion assumes that α is purely real. It is necessary to investigate the 

effects of arbitrary phase differences between i1 and i2. The effects of α, φ and M on the 

behavior of the TC network are explored through simulation of (3.24)-(3.29) using 

MATLAB and Advanced Design System (ADS) [54]. To help illustrate the design trade-offs, 

the TC network shown in Fig. 18 is used with the following component values: L1 = L2 = 1 

nH, C = 1 pF, and k = 0.4. Further it is assumed that Q = 10 for both the primary and 

secondary winding of the transformer. Fig. 19 shows the resonant frequency, fo, of the TC 

network as a function of α. Sweeping α from -2 to +5, the TC network can be tuned from 

approximately 3 GHz to 11 GHz, respectively. It is important to recall (3.21) and so β is also 

constrained by (3.19) and so when β = 2.5 and φ = 180°, in this example, the term       

(i.e., the denominator of (3.18)) is equal to zero and the TC network enters an undefined 

region of operation.  

Fig. 20 shows the resonant frequency as a function of φ, for the case when β = 1. 

Sweeping φ from -360° to +360°, the TC network’s resonant frequency increases from 4.23 

GHz up to 6.45 GHz, reaching the peak frequency at φ = 180°. When φ = 180°, α changes 

from positive to negative and hence a maximum frequency shift is observed. A difference of 

about 2 GHz in the resonant frequency is seen. Therefore, when the currents in the windings 

are not perfectly in-phase, the resonant frequency deviates from the expected value for all 

values of β. For ±1% accuracy of the resonant frequency, in this case, the TC network can 

tolerate up to 30° of phase mismatch between i1 and i2, indicating good stability in the 

presence of PVT variations. 
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Fig. 19. Resonant frequency, fo, as a function of α. 

 

Fig. 20. Resonant frequency, fo, as a function of φ, when β = 1. 
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For a general TC network, in order to achieve maximum frequency tuning, (3.25) 

indicates that k should be maximized (   √    ). Having a large value for k (and in turn 

a large mutual inductance) increases the percentage change in the network’s total inductance, 

allowing for a wide frequency tuning range. However, α must satisfy the condition set forth 

in (3.26) and arbitrarily increasing the coupling coefficient (and thereby M) will increase the 

minimum valid values for negative α. This is seen in Fig. 21 which shows the resonant 

frequency versus α, for different values of the coupling coefficient. It is seen that as k is 

increased, the value of α that results in the resonant frequency asymptotically approaching 

infinity increases. Since operation on the steep part of the curve is unwanted (due to poor 

control of the frequency in this range), the tuning range is effectively reduced. 

 

Fig. 21. Resonant frequency, fo, as a function of α, while sweeping coupling coefficient, k. 
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In addition to a reduction in tuning range, an increased coupling coefficient also leads to 

an increased sensitivity to phase mismatches between i1 and i2. This is demonstrated in Fig. 

22 which shows the resonant frequency as a function of φ for different values of k. As k 

increases, the variation in the resonant frequency also increases. It is seen that for k = 1, the 

maximum variation in the resonant frequencies is approximately 12 GHz. For ±1% accuracy 

of resonant frequencies, the TC network tolerates up to 30° of current phase mismatch. It is 

also worth looking at the lower frequency limit of the proposed TC matching network. 

Tuning to lower frequencies requires a larger inductance. Unfortunately, as the fixed 

inductance increases the percentage of the total inductance that is controlled by α is reduced 

thereby limiting the practical tuning range. 

 

Fig. 22. Resonant frequency, fo, as a function of φ, while sweeping coupling coefficient, k. 

-400 -200 0 200 400

5

10

15

20

25

 (degrees)

fo
 (

G
H

z
)

 

 

k = 0.2

k = 0.4

k = 0.6

k = 0.8

k = 1

Increasing k



www.manaraa.com

40 
 

 

Finally, perhaps the most important characteristic of any matching network is its input 

impedance. Fig. 23 shows the real and imaginary impedance of the proposed TC network as 

a function of phase mismatch, φ for different frequencies of operation.  

From Fig. 23, it is shown that proposed TC network achieves a real impedance of 50 Ω at 

both φ = 0° and φ = 180°, but only purely real (Imag{Zin} = 0) at φ = 0°. Also, the imaginary 

impedance is at its maximum for the different operation frequencies at φ = 180°, thus 

degrading the impedance matching of the TC network to the desired 50 Ω. Therefore, to 

achieve perfect input matching, the complex currents i1 and i2 should be in-phase or have a 

phase mismatch of  φ = 0°. 

 

Fig. 23. Input impedance, Zin, as a function of φ while sweeping frequency. 
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From the analysis of the transformer-capacitor (TC) network and the magnetic tuning 

principle, this technique has the capability to cover multiple bands and can be used for multi-

band, multi-standard matching networks. This technique is implemented into the 

conventional narrow-band system to propose a new tunable LNA design, reconfigurable at 

the input. 

3.3 Proposed LNA Design 

In the previous sections, the traditional LNA metrics have been examined and the 

magnetic tuning principle was introduced and analyzed. The matching network technique has 

been implemented into the traditional common-source LNA, to propose a new reconfigurable 

LNA. The proposed tunable LNA is shown in Fig. 24. It is based on the traditional 

inductively degenerated LNA, but the gate inductor is replaced with the previously discussed 

transformer-based variable inductor (presented in [53]). Recall that for frequency tuning to 

occur, the currents in LG and LT must have a relative phase shift of either 0° or 180°.  

One method for ensuring this condition is realizing that the output voltage of the LNA is 

simply an amplified, inverted version of the input voltage. By connecting the phase shifter to 

the output of M1, between the cascode connection of M1 and M2 as shown in Fig. 24, the 

output voltage signal can be shifted and applied to the gate of transistor M3. Transistor M3 

then converts the voltage signal to a current signal and applies it to the secondary winding of 

the input transformer. The magnitude of the current flowing through LT can be controlled by 

varying the transconductance of M3 which is accomplished by changing the DC bias voltage 

VTUNE.  
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Fig. 24. Proposed tunable LNA. 

3.3.1 Phase Shifter 

A phase shifter is a complex design, capable of providing any amount of phase shift of an 

input signal. Several methods for realizing phase shifters have been proposed, these 

techniques consist of switched networks [55]-[59], hybrid designs [60], circulators [61]-[65], 

and variable resonant circuits [66]. An active phase shifter in [66] is designed to provide 

phase shift using a variable resonant circuit, providing over 100° of phase shift for a desired 

frequency bandwidth. The active phase shifter shown in Fig. 25 is implemented in the 

proposed LNA design [66]. The active phase shifter in Fig. 25 uses a cascaded connected 

common-gate transistor M1 and common-source transistor M2, and common-gate transistor 

M3 in parallel. The variable resonant tank consisting of inductor LP, capacitor CP, and resistor 

RP is placed in parallel, providing the phase shift via varying capacitance or inductance of the 

tank.  
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Fig. 25. Active phase shifter using a variable resonant circuit. 

The advantages of this phase shifter are that input impedance matching is controlled by M1 

and M3 transconductances and achieves over 100° of phase shift. Also, the phase can be 

changed with constant signal amplitude, therefore having low loss. The drawbacks include 

high power consumption, area consumption and high noise, as with most phase shifters. With 

the active phase shifter selected, the proposed LNA design is shown in Fig. 26. Now the 

performance metrics previously discussed must be reexamined in order to predict the effects 

that added circuitry of the proposed LNA will cause, in comparison to the traditional LNA. 

3.3.2 Input Impedance 

Input impedance is the first parameter to reexamine with the implementation of the 

magnetically tuned matching network, to determine if the impedance network is 

reconfigurable. The input impedance of the proposed LNA shown in Fig. 26 can now be 

written as: 

     
     

    
  [ (        )  

 

     
]  (3.30) 
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where the frequency at which Zin is purely real is now given to be: 

    
 

√    (        )
.  (3.31) 

     {   }  
     

    
  (3.32) 

It can been seen in (3.30) and (3.32) that, like the traditional narrow-band LNA, the real 

part of Zin is still determined by LS only, while the operation frequency is determined by LS 

and LG. More importantly, however, is that the operation frequency now contains the term 

αM. Since α is controlled by varying the relative magnitudes of the currents in LG and LT, the 

operation frequency of the LNA can be controlled by simply varying VTUNE. Thus the 

proposed LNA design is reconfigurable via the input impedance matching network.  
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Fig. 26. Proposed LNA design with active phase shifter. 
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3.3.3 Gain 

Gain of the proposed LNA shown can now be expressed as: 

     
         

(         (         )        )(        )
. (3.33) 

From (3.33), the added circuitry does have an impact on the gain. Recall that the gain is 

shaped by the input impedance network, therefore as the new matching network’s response 

changes, so will the gain’s response.  

Another important consideration is how the new tuning scheme will affect the overall 

noise figure of the LNA. 

3.3.4 Noise Analysis 

In the proposed design, the tuning circuitry is coupled to the input of the LNA through a 

transformer. In order to predict the effect that this will have on the overall noise figure, the 

short circuit output current for the system shown in Fig. 26 is derived. The equivalent circuit 

that is used for noise analysis is shown in Fig. 27. As previously mentioned, only thermal 

noise is considered and all inductors and capacitors are considered to be ideal.  

The total short-circuit output noise current is comprised of effects from eight primary 

noise sources: noise from the source,     
 ̅̅̅ ̅, drain noise of M1,      

 ̅̅̅ ̅̅ ̅, drain noise of M2,      
 ̅̅̅ ̅̅ ̅, 

drain noise of M4,      
 ̅̅̅ ̅̅ ̅, drain noise of M5,      

 ̅̅̅ ̅̅ ̅, drain noise of M6,      
 ̅̅̅ ̅̅ ̅, thermal noise from 

the load resistor RL,      
 ̅̅̅ ̅̅ , and drain noise from the tuning transistor M3,      

 ̅̅̅ ̅̅ ̅. Recall from 

previous noise analysis, it was assumed that M2 did not significantly contribute to the total 

short-circuit output noise current (see (3.11)). 
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Fig. 27. Equivalent circuit used for noise analysis. 

However, to accurately predict the effect of the phase shifter on the noise figure, M2 is 

considered for this analysis. The input noise is shaped by the input matching network and is 

highly dependent on the network Q. An expression for the output noise current due to the 

source can be written as: 

        (
         

        (     )  (            )
) (

    

                
).  (3.34) 

where Ceq = Cgs2 + Cgs4 + Cgs6. The new expression 
   

                
 comes from 

considering the effects of M2, along with the phase shifter, on the overall noise figure. Next 

the driving transistor, M1, is considered. As stated previously, only thermal drain current is 
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considered in this analysis and the short-circuit output noise current due to M1 can be 

expressed as: 

        (      
           

        (     )  (            )
) (

    

                
). (3.35) 

From (3.35), it is seen that the drain noise is also shaped by the input matching network. For 

the proposed LNA, like the conventional LNA, the primary contributor to the overall noise 

figure is the drain noise of M1 [43]. 

The cascode common-gate transistor, M2, is considered. An expression for the output noise 

current due to the due to M2 can be written as: 

              
        

                
. (3.36) 

From (3.36), it is seen that the drain noise of M2, when considered, is also a significant 

contributor to the overall noise. Next the transistors M4, M5, and M6 of the phase shifter are 

considered. An expression for the output noise current due to the M4 can be written as: 

        
         

                
. (3.37) 

An expression for the output noise current due to M5 can be written as:  

        
        

   
. (3.38) 

An expression for the output noise current due to M6 can be written as:  

        
         

                
. (3.39) 
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The noise for the load resistor RL remains unchanged (see (3.14)), written as: 

             . (3.40) 

Finally, the effect of the tuning circuitry is considered. While it is assumed that the 

inductors are ideal with infinite Q, noise due to the finite Q of the inductor can simply be 

seen as increasing the noise current of M3. By inspection of Fig. 27, the noise current from 

M3 is magnetically coupled to the input of the LNA and is therefore shaped by the input 

network and scaled by gm1. The short-circuit output noise current due to M3 can be written as: 

        ( 
          

        (     )  (            )
)(

    

                
).  (3.41) 

Unlike the other noise current sources, the noise contribution from        can be 

minimized through optimization of the transformer design. It is seen in (3.41) that the noise 

current,        , is directly proportional to the mutual inductance, M, of the transformer and 

can therefore be minimized by minimizing M. This makes intuitive sense, because 

minimizing the coupling coefficient reduces the amount of noise that is coupled to the input 

of the LNA. Unfortunately, minimizing M, also reduces the overall tuning range (see (3.31)). 

The total mean-squared noise current at the output of the LNA is simply the superposition 

of the individual mean-squared output currents        
 ̅̅̅ ̅̅ ̅̅ ,       

 ̅̅̅ ̅̅ ̅̅ ,        
 ̅̅̅ ̅̅ ̅̅ ,       

 ̅̅̅ ̅̅ ̅̅ ,        
 ̅̅̅ ̅̅ ̅̅ ,       

 ̅̅̅ ̅̅ ̅̅ ,       
 ̅̅̅ ̅̅ ̅̅  

and       
 ̅̅̅ ̅̅ ̅̅  and can be written as: 

     
 ̅̅̅ ̅̅  

       
 ̅̅̅ ̅ ((

     

        (     )  (            )
) (

   

                
))

 

       
 ̅̅̅ ̅̅ ̅ (

   

                
)
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        (     )  (            )
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. (3.42) 

Using (3.34) and (3.42) the noise figure of the proposed LNA can be written. The 

expression 
   

                
 increases the noise figure, due to the zero introduced at 

    
   

                
. The zero ωZ will cause the noise figure to increase at greater 

frequencies, ω > ωZ, thus ωZ should be maximized [41].  

3.3.5 Stability 

Stability is another design specification that needs to be closely inspected. Stability is a 

concern in the presence of feedback. These closed-loop systems may become unstable for 

certain combinations of source and load impedances at specific frequencies, thus oscillating 

at those unstable frequencies [42]. The proposed LNA in Fig. 26 has a feedback path, 

consisting of the phase shifter, tuning transistor M3, and the transformer, from the output of 

M1 to LG.  

There are three criteria that are used to characterize the stability of circuits: the Stern 

stability factor, K and ΔS, the mu stability factor, µ, and phase margin, PM. Each of the 

factors can independently determine the stability of a system, all are not required. The Stern 

stability factor is defined as: 



www.manaraa.com

50 
 

 

    
   |  |

   |   |
   |   |

 

 |   ||   |
     (3.43) 

                        (3.44) 

The criteria for (3.43) and (3.44) states that if K > 1 and ΔS < 1, then the circuit is 

unconditionally stable at the S-parameters frequencies, therefore the circuit does not 

oscillate. The µ stability factor is defined as:  

    
   |   |

 

|        
   |  |      |

      (3.45) 

where ΔS = S11S22 – S12S21 and    
  is the complex conjugate of S11. The criteria for (3.45) 

states that if µ > 1, then the circuit is unconditionally stable. The problem with the stability 

equations (3.43) - (3.45) is they required S-parameters, which are difficult calculations, for a 

wide range of frequencies beyond the desired bandwidth. 

 Phase margin is defined as the difference between the loop-gain phase shift and -180° 

at the unity-gain frequency [67] and is expressed as:  

        (   )  (     )   (3.46) 

where LG is the loop-gain and ωt is the unity-gain frequency, the frequency where |LG| = 1. 

The requirement for stability is that the |LG| curve must cross the 0 dB point, or equal 1, 

before the <LG reaches -180° [68]. Stability is guaranteed if the real part of the output or 

input impedance remains positive at all frequencies [42] for a fixed source or load 

impedance, respectively. In the case of the proposed LNA design, the real part of (3.5) must 
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abstain from being negative. Stability will be examined at the circuit-level simulations, along 

with linearity, area and power consumption.  

The proposed LNA design can provide frequency variation via the input impedance 

network, using variable inductance via the magnetic tuning principle. Now that the analysis 

of the proposed tunable LNA has been derived, the proposed LNA can be designed using the 

explored insights and tradeoffs previously mentioned to achieve a system for the desired 

applications. The circuit level design and simulation results are discussed in the following 

chapter. 
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CHAPTER 4. CIRCUIT DESIGN AND SIMULATION 

The proposed tunable LNA was designed in a commercially available 0.13µm CMOS 

process. The schematic of the proposed tunable LNA is shown in Fig. 28.  

4.1 Proposed Tunable LNA Circuit Design 

As previously mentioned, the proposed tunable LNA is comprised of the conventional 

inductively degenerated LNA core, an active phase shifter, tuning transistor M3, and an 

output buffer for testing purposes. The core of the LNA is comprised of transistors M1 and 

M2, source inductor LS, load inductor LL, load resistor RL, and load capacitor CL. The 

transistors M1 and M2, the cascode structure, are sized to provide high transconductance and 

contribute minimum amounts of noise, while also offering great isolation between the input 

and output ports. The active variable phase shifter is designed to place the transformer’s 

currents in phase via the variable resonant tank and transistors M4, M5 and M6. The resonant 

tank uses a fixed inductor LP and resistor RP to generate the required phase shift and M4 and 

M6 are sized for impedance matching at the output of M1, node connection between the 

cascode connection. 

The sizing of the tuning transistor M3 is also important. On one hand, maximizing the 

size of M3 will increase the transconductance and thereby allow for a greater tuning range. 

On the other hand, a large transistor size means large noise contribution, which should be 

avoided. Transistor M3 was sized to provide 10 mS of transconductance at a bias voltage of 

VTUNE = 1.0 V, and turns on at a bias voltage of  VTUNE = 0.4 V. This value was determined 

through simulation to give the best trade-off between maximum tuning range and minimum 

overall noise figure. 

4.2 Transformer Design 

The custom transformer was designed using Agilent's ADS Momentum and is shown in 

Fig. 29. The inner inductor is the gate inductor LG, the primary winding of the transformer. 

The outer inductor is the tuning inductor LT, the secondary winding of the transformer. 



www.manaraa.com

53 
 

 

IBIAS 2 

M7

M8M9

RF 

Input

RF 

Output
VTUNE

M1

M2

M3

LS

RBIAS

LG

LT

LL

CBLK

CBLK

M

VDD

GND

LBIAS

CBLK LBIAS

CBLK

LP

RP

CBLK

VBIAS

VBIAS

M4M5

M6

VBIAS

M0

RBIAS
IBIAS 1

PHASE SHIFTER

TUNING 

TRANSISTOR
OUTPUT BUFFER

LNA CORE

 

Fig. 28. Proposed tunable LNA design. 

In order to achieve maximum tuning, from (3.24), k should be maximized (    √    ). 

Unfortunately, it was shown in (3.32) that maximizing k also increases the amount by which 

M3 degrades the overall noise figure of the LNA. For these reasons a low value of k = 0.2 via 

the concentric structure is chosen for the input transformer.  

The transformer was designed to have primary and secondary inductances, LP and LS, of 

5 nH and 3 nH, respectively. To achieve desired k and inductance values, the lower 

inductance value was chosen as outer inductor and the higher value as the inner inductor. The 

outer inductor has an outer dimension of 290 µm and 2.25 turns to achieve a value of 3 nH, 

the inner inductor’s outer dimension is 170 µm and 7.5 turns to achieve a value of 5 nH. The 

spacing between the inductors is at least 35 µm and the total area is 302 µm x 314 µm. The 

transformer design was extracted and simulated via ADS Momentum for verification of k, LP 

and LS. Figs. 30 and 31 show the effective inductances and coupling coefficient for the 

transformer. 
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Fig. 29. Custom input transformer design. 
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Fig. 30. Effective inductances of transformer as a function of frequency. 

 

Fig. 31. Effective coupling coefficient k of transformer as a function of frequency. 
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In Figs. 30 and 31, it is seen that the desired values for the inductors and coupling 

coefficients are attained at frequencies lower than 6 GHz, then the values increase at higher 

frequencies. Now that the custom on-chip transformer is designed, a time-domain model is 

need for simulation of the proposed tunable LNA.   

The transformer is characterized by two parameterized nine-component inductor models to 

account for the parasitics and used for simulation. The time-domain models are shown in Fig. 

32, where LP and RP, and LS and RS are the primary and secondary inductances and series 

resistances, respectively. CP models the parasitic capacitance of the inductors, COX models 

oxide capacitance, and the substrate capacitance and resistance are CSUB and RSUB. The time-

domain models are used to match the 4- port S-parameters of the custom transformer in Fig. 

29. Values for the components are found via ADS OPTIM function, which optimizes the 

components’ values for matching. Table I displays the component values attained for good 

matching between the transformer and time-domain model. Figs. 33 through 36 display the 

S-parameter matching of the transformer and time-domain models. As shown in the figures, 

the matching of the each inductor is nearly perfect, such as S11, S21, S33 and S43. The cross 

matching S-parameters, such as S13 and S24,  of the inductors has some deviations but is close 

enough to move forward with the simulation of the proposed tunable LNA.  
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Fig. 32. Parameterized time-domain transformer model. 
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Fig. 33. Simulated S-parameter matching for Port 1. 

 

Fig. 34. Simulated S-parameter matching for Port 2. 
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Fig. 35. Simulated S-parameter matching for Port 3. 

 

Fig. 36. Simulated S-parameter matching for Port 4. 
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4.3 Simulation Results 

Simulations were performed and Fig. 37 shows the simulated S11 as a function of 

frequency for different values of VTUNE. The operating frequency is taken as those 

frequencies for which |S11| < -10 dB. By sweeping VTUNE from 0–1.2 V, S11 can be tuned 

from approximately 3.2 GHz to 4.6 GHz, bandwidth of 1.4 GHz. The center frequency is 

taken as the frequencies for which |S11| is the minimum. Fig. 38 shows how the simulated 

gain, S21, varies as a function of frequency for different values of VTUNE. Across the tuning 

range, the gain stays relatively flat, with a 2 dB variation of the curves. Fig. 39 shows how 

the simulated gain, S21, varies as a function of VTUNE. This response is generated from the 

gain at the LNA’s center frequency, where |S11| is minimum, which vary between 14.4–16.5 

dB. From Fig. 39, the center frequency gain decreases as VTUNE is increased.  

The theoretical and simulated noise figures are shown in Figs. 40 through 42. Fig. 40 

shows the compares the theoretical analysis and simulated noise figure of the traditional and 

proposed tunable LNA for the values of the proposed design. From Fig. 40, the theoretical 

noise analysis provides an accurate behavior prediction of the noise figure for the proposed 

tunable LNA. 

TABLE I 

TRANSFORMER TIME-DOMAIN MODELS COMPONENT VALUES 

 L (nH) R (Ω) CP (pF) COX (fF) CSUB (fF) RSUB (Ω) k 

Primary 5 0.91 9.24e-4 77.3 340.157 49.98 
0.23 

Secondary 3 4.47 1.27e-9 47.2 0.05513 31.44 

 



www.manaraa.com

60 
 

 

 

Fig. 37. Simulated S11 as a function of frequency for different values of VTUNE. 

 

Fig. 38. Simulated S21 as a function of frequency for different values of VTUNE. 
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Fig. 39. Simulated center frequency S21 as a function of VTUNE.   

 

Fig. 40. Comparison of noise figure as a function of frequency. 
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Fig. 41. Simulated noise figure as a function of frequency for different values of VTUNE. 

 

Fig. 42. Simulated center frequency noise figure as a function of VTUNE. 
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Fig. 41 displays the simulated noise figure as a function of frequency for different values 

of VTUNE. As VTUNE increases, the noise figure over the tuning range increases also. Fig. 42 

shows the simulated noise figure as a function of VTUNE. This noise figure response is 

generated from the noise at the LNA’s center frequency, where |S11| is minimum, which vary 

between 3.0–7.5 dB. Fig. 42 provides a better illustration of the effects of the tuning 

transistor M3 on the noise figure. As VTUNE is increased, the noise figure increases due to the 

power of the noise generated from M3 increases. With these two major effects, the proposed 

tunable LNA has high noise figure, maximum at 7.5 dB.  

Fig. 43 shows the simulated input third-order intercept (IIP3) as a function of VTUNE. Two 

adjacent tones, the desired signal and blocker, with equal power are spaced by 20 MHz and 

fed into the proposed tunable LNA. The tested frequencies are set within the bandwidth for 

each VTUNE, then the power of the signals is swept from -50 dBm to 0 dBm. From Fig. 43, the 

IIP3 ranges from -7.3 to -6.4 dBm, degrading as VTUNE increases. The stability of the 

proposed tunable LNA is shown in Fig. 44 for varying VTUNE. The mu factor, µ, is chosen 

from the three criteria to check for stability (see (3.45)), using the S-parameters acquired 

from previous simulations. As seen in Fig. 44, the proposed tunable LNA is greater than 1 at 

frequencies of interest and beyond, thus achieving stability while sweeping VTUNE.  

 

Fig. 43. Simulated IIP3 as a function of VTUNE. Tone spacing is 20 MHz. 
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Fig. 44. Simulated stability as a frequency. 

The proposed tunable LNA draws 42 mA from a 1.2 V supply resulting in a power 

consumption of 50 mW, neglecting the buffer required to drive the 50 Ω test equipment. Fig. 

45 displays the breakdown of power consumption for the tunable LNA. It is seen in the 

figure the major contributor to the large power consumption is the active phase shifter, 

accountable for 67% of the total power consumed by the proposed tunable LNA.  

 

Fig. 45. Tunable LNA power consumption breakdown. 
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The performance of the proposed tunable LNA is compared with other similar, 

previously published LNAs in Table II. It is seen that the proposed system has the best 

linearity reported while also achieving competitive gain and tuning range. It is expected that 

the tuning range can be improved by utilizing a slightly higher coupling coefficient in future 

designs. The drawbacks, however, are the high power consumption and high noise figure. As 

mentioned earlier via analysis and simulation, the addition of the phase shifter is the 

significant contributor to the increase in noise figure and the high power consumption. 

The system in [5] uses the LC bandpass filtering technique to achieve a wideband 

impedance match, [17] employs resistive feedback to generate the wideband frequency 

response. The systems [19] and [24] use common-gate inputs to attain its wideband 

impedance. While these systems have a wide tuning ranges, the drawbacks are undesired 

interferers are allowed to pass through and increased noise figure. With the proposed tunable 

LNA, the frequency response remains narrowband, naturally filtering interferers while 

maintain a competitive tuning range. While unknown, it can be expected that the area of the 

proposed tunable LNA will be competitive also.  

TABLE II 

SUMMARY OF LNA PERFORMANCE AND COMPARISON TO PREVIOUSLY PUBLISHED DESIGNS 

 

Frequency 

Range 

(GHz) 

S11 

(dB) 

Max 

S21 

(dB) 

Max NF 

(dB) 

IIP3 

(dBm) 

Area 

(mm
2
) 

Power 

Consumption 

(mW) 

Technology 

[5] 2.3 – 9 < -9.9 9.3 9 -6.7 1.1 18 0.18 µm 

[24] 2.5 – 4 < -10 19 5.4 -8 0.77 16 0.09 µm 

[19] 0.1 – 6.5 < -10 19 4.2 N/A N/A 12 0.13 µm 

[17] 2.4 – 4.6 < -9 9.8 4 -7 0.9 16.2 0.13 µm 

This 

Work 
3.2 – 4.6 < -10 16.2 7.5 -6.4 N/A 50 0.13 µm 
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CHAPTER 5. CONCLUSION 

5.1 Future Work 

The presented tunable LNA design will be fabricated in a commercially available 0.13µm 

CMOS technology and tested in the future. After measurements and comparative analysis of 

the presented tunable LNA, the designs of the stages following the LNA in the receiver chain 

will be considered. The basic RF receiver front-end architecture is shown in Fig. 46, the 

mixer, oscillator, low pass filter (LPF) and analog-to-digital converter (ADC) are the latter 

stages of the front-end RF receiver. With the tunable LNA capable of receiving multiple 

bands, these stages must also have similar broadband frequency responses, thus 

reconfigurable. In an effort to realize a future reconfigurable front-end receiver, its merits 

should be considered as they will guide the design of the remaining stages.  

In a receiver, for good noise and linearity, more gain is needed in the earlier and latter 

stages, respectively. Therefore, the gain should be balanced throughout the system. The noise 

figure of the receiver is dominated by the first few stages, thus the LNA, mixer and oscillator 

should be designed for low noise figure. The linearity of the receiver is dominated by the 

latter stages, thus the LPF and ADC should be very design for high linearity. Each stage must 

be able to operate at any frequency within the desired range. In the future, research will focus 

on the reconfigurable designs of a mixer, an oscillator, LPF and ADC to fully realize a 

reconfigurable RF front-end receiver for cognitive radios.  

Antenna

Analog-to-Digital 

Converter 

(ADC)

Low Noise 

Amplifier (LNA)

Low Pass Filter 

(LPF)

Oscillator

Digital Signal

Processing 

(DSP)
Mixer

 

Fig. 46. Basic RF receiver front-end architecture. 
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In conclusion, a tunable LNA design via a magnetically tunable input matching network 

is presented. The LNA has been designed and simulated in a 0.13µm CMOS technology and 

is capable of tuning from 3.2 GHz to 4.6 GHz. The LNA demonstrated a minimum gain of 10 

dB and a maximum noise figure of 7.5 dB over the entire tuning range. The core LNA, which 

excludes the output buffer, consumes 50 mW from a 1.2 V supply.  

The author believes the tuning range can be extended with a better phase shifter design 

capable of provide the necessary phase shift over a wider range of frequencies. The phase 

shifter is the major limiting factor of tunable LNA design. The phase shifter is capable of 

providing the necessary phase shift to place the transformer winding currents i1 and i2 in 

phase, as required by magnetic tuning principle. However, the phase shifter only provides it 

over the frequencies within the LNA’s tuning range, a bandwidth of 1.4 GHz. A constant 

phase shift at all interested frequencies is not achieved, even with a variable resonant tank, 

the amount of shift decreases at higher frequencies. The design and implementation of a 

broadband phase shifter capable of constant phase shifts over targeted bandwidths is needed 

to extend the tuning range of the presented tunable LNA.  

Other limitations of the tunable LNA design are noise figure, power and area 

consumption. The noise figure of the tunable LNA limits the tuning range to avoid reaching 

undesired high values and signal degradation. The noise figure can be minimized by 

decreasing the contribution of the major sources of noise, such as the phase shifter. 

Connecting the phase shifter to the LNA load instead of cascode connection potentially could 

decrease the overall noise figure of the LNA. Like noise figure, the LNA consumes large 

amounts of power mainly attributed to the phase shifter. Tradeoffs between bias currents and 

transistor sizes in the current phase shifter design or a low power phase shifter should be 

considered to minimize power consumption of the LNA. With the implementation of the 

transformer and five inductors, three from the phase shifter, the area can be estimated to be 

quite large. A phase shifter design that minimizes the usage of inductors is needed to reduce 

the required area of the presented tunable LNA.  
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